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ABSTRACT
Increasing numbers of real-world application domains are generat-
ing data that is inherently noisy, incomplete, and probabilistic in
nature. Statistical analysis and probabilistic inference, widely used
in those domains, often introduce additional layers of uncertainty.
Examples include sensor data analysis, data integration and infor-
mation extraction on the Web, social network analysis, and scien-
tific and biomedical data management. Managing and querying
such data requires us to combine the tools and the techniques from
a variety of disciplines including databases, first-order logic, and
probabilistic reasoning. There has been much work at the intersec-
tion of these research areas in recent years. The work on probabilis-
tic databases has made great advances in efficiently executing SQL
and inference queries over large-scale uncertain datasets [2, 1]. The
research in first-order probabilistic models like probabilistic rela-
tional models [5], Markov logic networks [10] etc. (see Getoor and
Taskar [6] for a comprehensive overview), and the work on lifted
inference [9, 3, 8, 11] has resulted in several techniques for effi-
ciently integrating first-order logic and probabilistic reasoning.

In this talk, I will present some of the foundations of large-scale
probabilistic data management, and the challenges in scaling the
representational power and the reasoning capabilities of probabilis-
tic databases. I will use the PrDB probabilistic data management
system being developed at the University of Maryland as a case
study for this purpose [4, 7, 12]. Unlike the other recent work
on probabilistic databases, PrDB is designed to represent uncer-
tain data with rich correlation structures, and it uses probabilistic
graphical models as the basic representation model. I will discuss
how PrDB supports compact specification of uncertainties at differ-
ent abstraction levels, from “schema-level” uncertainties that apply
to entire relations to “tuple-specific” uncertainties that apply to a
specific tuple or a specific set of tuples; I will also discuss how
this relates to the work on first-order probabilistic models. Query
evaluation in PrDB can be formulated as inference in appropriately
constructed graphical models, and I will briefly present some of
the key novel techniques that we have developed for efficient query
evaluation, and their relationship to recent work on efficient lifted
inference. I will conclude with a discussion of some of the open
research challenges moving forward.
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