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ABSTRACT
In a fundamental article on query languages for relational
databases, Chandra and Harel [2] asked in 1982 whether
there is a language that expresses precisely those queries
which can be answered in polynomial time. Gurevich [10]
later rephrased the question in the language of finite model
theory, asking whether there is a logic that captures polyno-
mial time. Despite serious efforts in the late 1980s and the
1990s, the question is still wide open. It is considered to be
one of the main open problems in database theory and finite
model theory. Recently, there has been a renewed interest
in the question. New languages have been proposed [1, 4, 5]
and old ones reconsidered [3, 12], and a number of partial
results stating that certain languages capture polynomial
time on large and natural classes of structures have been
obtained [6, 8, 9, 11].

My talk will be a survey of the state of the art in the ”quest
for a logic capturing polynomial time.” The focus will be on
positive results for restricted classes of structures. This will
lead us on an excursion to modern graph structure theory,
and in particular to Robertson and Seymour’s Graph Minor
Theory [13].

Besides the references cited in the abstract, the following
list contains a reference to the short survey [7].
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Cai-Fürer-Immerman graphs. Annals of Pure and
Applied Logic, 152:31–50, 2008.

[6] M. Grohe. Definable tree decompositions. In
Proceedings of the 23rd IEEE Symposium on Logic in
Computer Science, pages 406–417, 2008.

[7] M. Grohe. The quest for a logic capturing PTIME. In
Proceedings of the 23rd IEEE Symposium on Logic in
Computer Science, pages 267–271, 2008.

[8] M. Grohe. Fixed-point definability and polynomial
time on chordal graphs and line graphs. 2010.
ArXiv:1001.2572v1.

[9] M. Grohe. Fixed-point definability and polynomial
time on graphs with excluded minors. 2010.
Submitted.

[10] Y. Gurevich. Logic and the challenge of computer
science. In E. Börger, editor, Current trends in
theoretical computer science, pages 1–57. Computer
Science Press, 1988.

[11] B. Laubner. Capturing polynomial time on interval
graphs. 2009. ArXiv:0911.3799.

[12] A. Nash, J. B. Remmel, and V. Vianu. PTIME queries
revisited. In T. Eiter and L. Libkin, editors,
Proceedings of the 10th International Conference on
Database Theory, volume 3363 of Lecture Notes in
Computer Science, pages 274–288. Springer-Verlag,
2005.

[13] N. Robertson and P.D. Seymour. Graph minors
I–XXIII. Appearing in Journal of Combinatorial
Theory, Series B since 1982.

Copyright is held by the author/owner(s).
EDBT 2010, March 22–26, 2010, Lausanne, Switzerland
Copyright 2010 ACM 978-1-60558-945-9/10/0003 ...$10.00

2




