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ABSTRACT
We tackle two important problems that arise in simulation-
based studies of various data-related properties in the con-
text of Wireless Sensor Networks (WSNs): (1) reducing the
turnaround time for completing the simulations in a large-
scale parameter space; (2) providing database functionali-
ties for a more detailed insight into the simulation’s evo-
lution. Towards these goals, we have developed the DiS-
SIDnet (Distributed System for Simulation and Integrated
Development for Wireless Sensor Networks). Leveraging
upon our earlier works on the SIDnet-SWANS tool [3], DiS-
SIDnet not only provides the ability of a synchronized execu-
tion of the simulations in a distributed environment, but also
maintains the simulation data over the parameter-space in a
relational database. In addition to post-simulation queries
that can be posed to the database, we also provide the fea-
ture of specifying triggers that can generate notifications
upon detecting certain events of interest during the simula-
tion process.
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1. INTRODUCTION
Simulation is a methodology of studying the behavior of

real-life systems via mimicking their dynamics and parame-
ters in a suitable implementation. Over the years, there has
been a plethora of methodologies proposed for simulating
various phenomena [12].

When it comes to investigating the properties of Wireless
Sensor Networks (WSN) and analyzing their behavior, ac-
tual testing in real-life settings before the deployment may
be cost-prohibitive and sometimes even impossible. As the
popularity of the WSN and their application domains have
increased, researchers have developed several simulators and
emulators that have been used for gathering data pertain-
ing to, e.g., energy efficiency and lifetime, routing delays,
etc... [5, 7, 13]. More recently, actual testbeds were made
available to the scientific community for testing their find-
ing on real motes, e.g., Kansei [2] with over 200 motes;
TWIST [6] with over 100 motes. Projects like MoteLab [11]
actually provide opportunities for a web-based login into a
system, scheduling a particular task, and then querying the
results of the execution that are stored in a corresponding
instance of mySQL database.

However, when it comes to investigating various properties
of interest for WSNs in scenarios with thousands of nodes,
one still needs to rely on a simulation. Firstly, as we men-
tioned, it is the shear cost-factor of the actual deployment.
Secondly, it is not a straightforward task to create all the
different environmental conditions that one may need to in-
vestigate during the testing phase. For example, one may
be interested in the impacts of simultaneous temperature
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Figure 1: SIDnet-SWANS Features

increase in different regions of interest for the application
domain; or the impact of an instant death of a large collec-
tion of nodes on the Quality of Service, etc...

Motivated by these issues, we have originally developed
the SIDnet-SWANS tool [3] which provides a variety of op-
tions for the users to program, in terms of:
(1) Particular methodology (e.g., a routing protocol)
(1) fluctuations of the phenomena under consideration;
(2) properties of the WSN to be monitored (e.g., energy con-
sumption or latency of a given protocol);
(3) batch re-execution of the simulator over a collection of
different (values for) parameters’ sets.
Figure 1 illustrates the relationship of the main components
of the SIDnet-SWANS simulator that we have demonstrated
in our prior work [3]. At the heart of the motivation for the
current work are the observations that:

• Repeating tens of thousands of executions to cover the
simulation over the entire desired parameters’ space
would sometimes take days to complete.

• Investigating the evolution of (the simulated behavior
of) the WSN is not a common feature, although users
may be interested in queries like, for example: ”Re-
trieve the locations of all the nodes which have lasted
over 2 hours during the high temperature fluctuations
in more than 40% of the region of interest”.

• Even though for some particular instance(s) of the
WSN’s evolution the user may wish to receive a no-
tification regarding a property of the collective simula-
tions/observations data, one could only rely on simu-
lating the in-network types of events a’la TinyDB [8].
In other words, one can not receive notifications about
some ”meta-properties” that could steer the course of
the (simulated) behavior like, for instance: ”Notify
me when more than 60% of the nodes have dissipated
over 85% of their initial battery charge, in scenarios in
which less than 30% of the initial nodes are dead and
the fluctuations of the environmental conditions have
not been frequent during 12 hours”

To provide these type of capabilities of investigating the
evolution of the overall simulation process, we have devel-

oped the DiS-SIDnet extension of the SIDnet-SWANS sim-
ulator, which is the subject of this demonstration.

2. OVERVIEW OF DIS-SIDNET
In order to speed up the completion of a large collection of

simulation runs, it is desirable that different instances of the
execution are executed in parallel. Towards that, our main
desideratum was to provide a flexible environment where the
users/programmers can:

• Partition the executions along different (semantic) di-
mensions.

• Select the available resources to run the partitions.

Figure 2: Combining simulation runs

An illustration of these features of DiS-SIDnet is provided
in Figure 2. Instances of SIDnet are executing on four dif-
ferent computers PS1, PS2, R1 and R2 where:

1. PS1 and PS2 are executing concurrent tasks pertain-
ing to different (disjoint) subsets of the Parameters
Space.

2. R1 and R2 are executing concurrent tasks pertaining
to different Geographic Regions of the WSN.

In the current implementation, one of the machines is des-
ignated as a ”server”, while the rest of them are acting like
its ”clients”. Each client maintains a snapshot of the simu-
lation execution pertaining to its own subset of the values
across different dimensions, and the data is copied to the
designated server either periodically or upon the completion
of the entire subset of the simulation-runs at a given client.

If a trigger is specified for the purpose of raising a notifica-
tion (e.g., based on the values of the monitored phenomena,
or to the network status like energy-level per node being be-
low certain threshold) and a particular client can detect the
desired events, that client will send the notification to the
server. Otherwise, upon subsequent downloads of partial
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Figure 3: DiS-SIDnet User Interface

executions, the server will detect the event of interest (and
fire the trigger) after combining the data from the different
clients.

Figure 3 shows a screenshot of the main interface of the
DiS-SIDnet server. As illustrated, the user has the opportu-
nity to select IP-address(es) of the client machines that will
be used to run concurrent instances of the simulation.

Upon determining the participating client, the selection
of the driver determines which kind of a simulation will be
executing – e.g., testing a particular routing protocol, testing
a particular tracking protocol, etc. Subsequently, the user
selects:

• Source file for modelling the fluctuations of a par-
ticular physical phenomenon. Similarly to the origi-
nal SIDnet-SWANS implementation [3], we partition
the geographical space into a grid of equal-sized cells,
and we specify the functions describing the fluctua-
tions of the phenomena for each cell. For example, if
the monitored/sampled phenomena is temperature, we
can limit the range for ”cold” cells to be between -5◦C
and +3◦C, growing linearly within that range during
the simulation time.

• Parameters of interest like, for example, the number of
nodes in a region of certain dimensions; the sampling
frequency of a given node; the type of motion (if track-
ing scenarios are simulated); etc. For each parameter,
the user is asked to specify the range of values, along
with the ”step” if needed.

• How a subset of the values from a given range of the
corresponding parameters is to be distributed among
the participating clients.

• The database1 and the corresponding tables where the
data from different simulation runs will be stored.

1mySQL is used in the current implementation.

• Lastly, the user is given the option of specifying SQL
queries and triggers which, upon insertion of new tu-
ples from a given simulation-run, can raise notifica-
tions upon detecting certain events (provided the spec-
ified condition also holds). For example, the user may
wish to be notified when more than 25% of the nodes
within a rectangular region have dropped their battery
reserves below 10% from the initial value, provided
that the rate of change of the monitored phenomenon
has not exceeded 20% of the total range per minute in
the past 30 minutes.

3. DEMO SPECIFICATION
We now present in detail the steps that will be taken in the

individual demonstrations of the DiS-SIDnet, each of which
is expected to run for 15-20 minutes. Every demonstration
will execute the batch of the selected simulation-runs on
three laptops (client plus two servers).

(S1) First, we will illustrate the use of the option that pro-
vides selection of different drivers. We plan on offering two
such choices:

• Alternating among multiple routing trees used for data
aggregation (cf. [9]).

• Minimizing the number of tracking principal nodes
during the process of tracking mobile objects in WSN
(cf. [4]).

As part of this step of the demo, we will explain the role
of the driver both in the context of the individual instances
of SIDnet-SWANS, as well as the Dis-SIDnet. As an ex-
ample, Figure 3 shows a selection of the driver program for
multipath routing using field-based paradigm [10].

(S2) Subsequently, we will demonstrate the selection of the
phenomenon:
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In this part of the demonstration, we will illustrate the cou-
pling between the (simulation of the) particular phenomenon
and the corresponding driver.

• For the data aggregation with multiple routing trees
part, we will focus on ”natural” values, such as tem-
perature and humidity (cf. Figure 3).

• For the tracking scenarios, we will focus on models of
motions (Random Way-Point, Gauss-Markov Mobility
Model [1]).

(S3) Next, we will present the selection of the participating
clients IP addresses from among the available ones.

(S4) The fourth step of the demonstration will illustrate the
detailed selection of the parameters that describe the prop-
erties of the simulations from several different categories:

• Network parameters, e.g.,: initial battery charge, den-
sity of coverage, geographic dimensions/coordinates,
sensing range, sampling frequency, epoch duration, etc.
For example, in Figure 3 we show a sampling frequency
of 0.25Hz, which is, sampling every four seconds.

• Phenomenon parameters, e.g.,: size/granularity of the
grid covering the geographic region, source file contain-
ing the specifications of the phenomenon fluctuations
per grid-cell, etc.

• Database parameters, e.g.,: table(s) where the tuples
from individual runs will be stored and SQL state-
ments for the queries of interest and/or triggers of in-
terest.

We note that (S4) needs to be repeated for each client
whose IP-address has been selected in (S1).

(S5) After the setup-steps, the fifth step of the demo will
actually start the execution of the simulation-runs on the
server and the selected clients. Throughout this step, the
audience will be able to see the effect of the separate in-
stances of SIDnet-SWANS executing concurrently.

(S6) The next-to-last step of the demo will illustrate the
run-time interaction features at two levels:

• Globally: In addition to monitoring the progress (in
terms of portion of completed runs in each host), the
server has the ability to Pause a particular run (and
the Resume it), as well as completely Stop it.

• Locally: Using the existing features of the SIDnet-
SWANS (cf. [3]), the users can monitor the energy map
of the network, or isolate a particular node and moni-
tor its activities during the course of a simulation (e.g.,
packets sent/received).

(S7) The last portion of the demo will present the database
features of the DiS-SIDnet:

• Raising notifications: we will use the interactive tools
of the SIDnet-SWANS to instantly ”kill” a large por-
tion of the nodes in a given area, and show how the
pre-set trigger (cf. (S4) above) fires, notifying the user
that the energy level has dropped below certain thresh-
old for a large count of nodes.

• Displaying answers to pre-defined SQL queries (cf. (S4)
above).
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